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Abstract: A  common practice to gain invariant features in object recognition models is to aggregate multiple low-level features over a small 

neighborhood. However, the differences between those models make a comparison of the properties of different aggregation functions hard. 

Our aim is to predict the Handwritten Digit by training MNIST handwritten digit dataset by Convolutional Neural Network and Comparing 

the Accuracy, Loss, Validation Accuracy, Validation Loss, Time is taken, Test data Accuracy with Confusion Matrix of  MaxPooling2D, 

GlobalAveragePooling2D, AveragePooling2D layers in our CNN model. Empirical results show that a maximum pooling operation 

significantly outperforms subsampling operations. We achieve 0.5-0.7% error in the maximum pooling layer and 1-0.7 % error in the 

Average Pooling layer while 8-9% error in Global Average Pooling Layer. While entire models have been extensively compared, there has 

been no research evaluating the choice of the aggregation function so far. The aim of our work is therefore to empirically determine which 

of the established aggregation functions is more suitable for vision tasks. Additionally, we investigate if ideas from signal processing, such 

as overlapping receptive fields and window functions can improve recognition performance. 

 

Abbreviations. tf – Tensorflow, cnn – Convolutional Neural Network, nn – Neural Network, mnist – Modified National Institute of 

Standards and Technology database. 

 

I. Introduction 

The MNIST database of handwritten digits, use in this project, has a training set of 60,000 examples, and a test set of 10,000 examples. It is 

a subset of a larger set available from NIST. The digits have been size-normalized and centered in a fixed-size image. In deep learning, a 

convolutional neural network (CNN, or ConvNet) is a class of deep neural networks, most commonly applied to analysing visual imagery. 

They are also known as shift invariant or space invariant artificial neural networks (SIANN), based on their shared-weights architecture and 

translation invariance characteristics. They have applications in image and video recognition, recommender systems, image classification, 

medical image analysis. The main structural feature of Regular Nets is that all the neurons are connected. For example, when we have images 

with 28 by 28 pixels in greyscale, we will end up having 784 (28 x 28 x 1) neurons in a layer that seems manageable. However, most images 

have way more pixels and they are not grey-scaled. Therefore, assuming that we have a set of color images in 4K Ultra HD, we will have 

26,542,080 (4096 x 2160 x 3) different neurons connected in the first layer which is not manageable. Therefore, we can say that Regular 

Nets are not scalable for image classification. However, especially when it comes to images, there seems to be little correlation or relation 

between two individual pixels unless they are close to each other. This leads to the idea of Convolutional Layers and Pooling Layers [2]. 

Many recent object recognition architectures are based on the model of the mammal visual cortex proposed by Hubel and Wiesel [3]. 

According to their findings, the visual area V1 consists of simple cells and complex cells. While simple cells perform feature extraction, 

complex cells combine several such local features from a small spatial neighborhood. It is assumed that spatial pooling is crucial to obtain 

translation-invariant features. Deep Neural Networks now excel at image classification, detection, and segmentation. When used to scan 

images using a   sliding window, however, their high computational complexity can bring even the most powerful hardware to its knees. 

We show how dynamic programming can speed up the process by orders of magnitude, even when max-pooling layers are present. On two- 

dimensional feature maps, pooling is typically applied in 2×2 patches of the feature map with a stride of (2, 2). Average pooling involves 

calculating the average for each patch of the feature map. This means that each 2×2 square of the feature map is downsampled to the average 

value in the square. In a nutshell, the reason is that features tend to encode the spatial presence of some pattern or concept over the different 

tiles of the feature map (hence, the term feature map), and it’s more informative to look at the maximal presence of different features than at 

their average presence. These models can be broadly distinguished by the operation that summarizes over a spatial neighborhood. Earlier 

models perform a subsampling operation, where the average overall input values are propagated to the next layer. Such architectures include 

the Neocognitron, CNNs, and the Neural Abstraction Pyramid. A different approach is to compute the maximum value in a neighborhood. 

This direction is taken by the HMAX model and some variants of CNNs. 
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II. Solution Development: 

The MNIST dataset is one of the most common datasets used for image classification and accessible from many different sources. Even 

Tensorflow and Keras allow us to import and download the MNIST dataset directly from their API. The MNIST database contains 60,000 

training images and 10,000 testing images taken from American Census Bureau employees and American high school students [1]. I have 

separated these two groups as train and test and also separated the labels and the images. x_train and x_test parts contain greyscale RGB 

codes (from 0 to 255) while y_train and y_test parts contain labels from 0 to 9 which represents which number they are.  Each image is of 

size 28x28, to visualize these numbers, we can get help from matplotlib. 

 

Fig. 2.1: Image Data set 

 

The size of the data is (60000, 28, 28). Where 60000 represents the number of images in the training dataset and (28, 28) represents the size 

of the image: 28 x 28 pixel. To be able to use the dataset in Keras API, we need 4- dims NumPy arrays. However, as we see above, our array 

is 3-dims. In addition, we must normalize our data as it is always required in neural network models. We can achieve this by dividing the 

RGB codes to 255 (which is the maximum RGB code minus the minimum RGB code). Convolutional layers in a convolutional neural 

network systematically apply learned filters to input images to create feature maps that summarize the presence of those features in the input. 

Convolutional layers prove very effective, and stacking convolutional layers in deep models allows layers close to the input to learn low-

level features (e.g. lines) and layers deeper in the model to learn high-order or more abstract features, like shapes or specific objects. A 

limitation of the feature map output of convolutional layers is that they record the precise position of features in the input. This means that 

small movements in the position of the feature in the input image will result in a different feature map. This can happen with re-cropping, 

rotation, shifting, and other minor changes to the input image [5]. A common approach to addressing this problem from signal processing is 

called downsampling. This is where a lower resolution version of an input signal is created that still contains the large or important structural 

elements, without the fine detail that may not be as useful to the task. 

A pooling layer is a new layer added after the convolutional layer. Specifically, after a nonlinearity (e.g. ReLU) has been applied to the 

feature maps output by a convolutional layer; for example, the layers in a model may look as follows: Input Image, Convolutional Layer, 

Nonlinearity, and Pooling Layer. The addition of a pooling layer after the convolutional layer is a common pattern used for ordering layers 

within a convolutional neural network that may be repeated one or more times in a given model. The pooling layer operates upon each feature 

map separately to create a new set of the same number of pooled feature maps [5]. 

Max Pooling 

If we want to downsample it, we can use a pooling operation that is known as “max pooling” (more specifically, this is two- dimensional 

max pooling). In this pooling operation, a 𝐻×𝑊 “block” slides over the input data, where 𝐻 is the height and 𝑊 the width of the block. The 

stride (i.e. how much it steps during the sliding operation) is often equal to the pool size so that its effect equals a reduction in height and 

width. For each block, or “pool”, the operation simply involves computing the 𝑚𝑎𝑥 value, like this [4]: 

Fig. 2.2: 2-D Max Pooling 
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Global Average Pooling 

When applying Global Average Pooling, the pool size is still set to the size of the layer input, but rather than the maximum, the average of 

the pool is taken [5] : 

Fig. 2.3: Global Average Pooling 

 

III. Implementation 

We will build our model by using high-level Keras API which uses either Tensorflow or Thea no on the backend. I would like to mention 

that there are several high-level TensorFlow APIs such as Layers, Keras, and Estimators which help us create neural networks with high-

level knowledge. However, this may lead to confusion since they all vary in their implementation structure. Therefore, if you see completely 

different codes for the same neural network although they all use TensorFlow, this is why. I will use the most straightforward API which is 

Keras. Therefore, I will import the Sequential Model from Keras and add Conv2D, MaxPooling, Flatten, Dropout, and Dense layers. I have 

already talked about Conv2D, Maxpooling, and Dense layers. In addition, Dropout layers fight with the overfitting by disregarding some of 

the neurons while training while Flatten layers flatten 2D arrays to 1D arrays before building the fully connected layers. The result of using 

a pooling layer and creating downsampled or pooled feature maps is a summarized version of the features detected in the input [6]. They are 

useful as small changes in the location of the feature in the input detected by the convolutional layer will result in a pooled feature map with 

the feature in the same location. This capability added by pooling is called the model’s invariance to local translation. 

We created 2 different models for comparing different types of pooling layers in it. 

Max Pooling 

 
Fig. 3.1: Tensorflow-Keras model with MaxPooling2D 
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Global Average Pooling 

 

Fig. 3.2: Tensorflow-Keras model with GlobalAveragePooling2D 

We may experiment with any number for the first Dense layer; however, the final Dense layer must have 10 neurons since we have 10 

number classes (0, 1, 2… 9). You may always experiment with kernel size, pool size, activation functions, dropout rate, and several neurons 

in the first dense layer to get a better result. With the above code, we created a non-optimized empty CNN. Now it is time to set an optimizer 

with a given loss function that uses a metric. Then, we can fit the model by using our train data. You can experiment with the optimizer, loss 

function, metrics, and epochs. However, I can say that the Adam optimizer is usually out-performs the other optimizers. I am not sure if you 

can change the loss function for multi-class classification. Feel free to experiment and comment below. The epoch number might seem a bit 

small. Since the MNIST dataset does not require heavy computing power, we may easily experiment with the epoch number as well. 

IV. Result Analysis 

Max Pooling 

 

Fig. 4.1: The final result for Accuracy, Loss, Validation Accuracy, and Validation Loss by Max Pooling 
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Graphical Representation 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.2: Graphical Representation of final result by Max Pooling
 

Fig. 4.3: Confusion Matrix in form of the heat map (Testing data Accuracy = 98.8%) 

Global Average Pooling 

 
Fig. 4.4: Final result for Accuracy, Loss, Validation Accuracy, and Validation Loss by Global Avg. Pooling 

Graphical Representation 

Fig. 4.5: Graphical Representation of final result by Global Average Pooling 
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Fig. 4.5 Confusion Matrix in form of the heat map (Testing data Accuracy = 97.6%) 

So, the Final Conclusion is for Image classification Max Pooling layer is better than using the Global Average Pooling layer. 
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